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GRAPH THEORY AS A METALANGUAGE
OF COMMUNICABLE KNOWLEDGE

Edward Kingsley, Felix F. Kopstein, and Robert J. Seidel

If one is faced, or pretends to be faced, with the problem of

specifying to dai automaton-instructor, such as a computer, precisely

how it must behave in order to instruct a student in some subject

matter oi other, a number of issues are brought into sharp focus.

Computers, contrary to popular expectations, possess no special magiL,

and the mere presence of imposing hardware is no guarantee that effec-

tive and efficient learning will occur. A meaningful way of describing

the role ot the computer in computer-administered instruction (CAI) is

to characterize it as a tool--possibly an indispensable tool-for gain-

ing and maintaining a high degree of fackitative control over the

instructional process. If that tool is to be used effectively, it must

be told in complete, precise, and totally unambiguous terms what to do.

It will not and cannot tolerate obscurity of language in the commands

governing its behavior.

Instruction as the Communication of Knowledge

Any dcfinitiojL uf instruction (or teaching) must include the notion

of communication of information so as -_ effect a transfer of knowledge

from an instructor to a student. Also, the concept of instruction must

not contain anything that is at variance with a rigorous definition

of learning. It is certain that the notion of transfer of knowledge,

or of a capability for performing, or of a response repertoire, is

entirely consistent with definitions of learning generally accepted in

scientific psychology (e.g., Kimble, 1, 2).

In formal instruction, as in a classroom or a tutorial situation,

at least two aspects of relevant knowledge may be gained by a student

(learner). (Nothing will be said about irrelevant knowledge.) First,

he will gain information about the instructor and his characteristics

___



r

as an instructional agent. Second, it is hoped that he will gain infor-

mation about the subject matter.

This subject matter can be viewed-for the moment-as information

stored by the instructional agent. The central task for the latter is

to transfer a reasonably complete copy of hi; own coucse-relevant

knowledge to the student. If the instructional agent is an automaton,

or if one pretends that he is, two problems present themselves immedi-

ately. How much of the information stored by the instructional agent

is to be communicated? What is, and what is not, part of the instruc-

tional message?

In the second place, the capacity of the communication channel is

such that a simultaneous transmission of the total message is out of

the question. A sequential transmission of parts is the only possible

one. How is the automaton to decide what is a part, how many there

are, what sequences of these parts are permissible under existing

constraint: (and what are these constraints), what parts and sequences

of parts have been transmitted, which of them have been not only trans-

mitted but received and stored, and when is transmission of the total

instructional message comnlete? Allied with these decisions is the

problem of specifying the message units and how the parts or pieces

or chunks of knowledge may be encoded into message units to maximize

the probability of reception :!ssimilation.

The Subject-Matter Map

Even if one feels repugnance toward the notion of an automaton in

the role of thie instructional age t (this ic a matter for different

debate), a valuable purpose can be served in at least coisidering the

possibility. For if one is to rrescriLe to the automaton how to

instruct, it will be necessary to dejcr.z.be knowledge largely inde-

pendent of any particular content. If the knowledge were merely a

matter of a listing, as in a dictionary, it might be expedient to

represent it as a series of numbers. However, simply storing and

describing an encyclopedic stock of information does not sufficiently

represent what we really seem to mean by knowledge. Without some

2



specified subject-matter organization, there e~xists no basis on which

the hypothetiral automaton can decide which facts, principles, proce.-

dures, and so forth, to present, what interrelationships exist among

them, and in what sequence the topics may bo best presented. Facts,

principles, coiicepLb, aiad especiaily the verbal or symbolic representa-

tions required to render them communicable, exist in contexts and never

in absolute isoiation (e.g., Ackoff, 3, pp. 16-17), Depending on the

particular context in which they occur, they are linked by one or more

relations. As a minimum, such relations are inevitably demanded by

the inescapable circularity of definitions (Churchman and Ackoff, 4),

What has been said amounts to this: The requirement exists for a

metalanguage in which to describe communicable 3nowledge. A strong

candidate for this role is the mathematics of nets and graphs, or more

generally, the field of topology. Obviously, there is an advantage

in choosing a metalanguage that is unambiguous, and that has had an

extensive mathematical development. Moreover, it is linked to (i.e.,

can be restated in terms of) other forms of mathematics, most readily,

to set theory on the one hand and matrix algebra on the other. It

amount- to conceiving of knowledge, or at least communicable knowledge,

as a space that is structured. This space is represented as a set of

points that are interconnected or incerconnectable by a set of lines.

To illustrate, an arbitrary net is A "Map" of Knowledge Space

shown in Figure 1. It will be read-

ily apparent that such a representa-
tion amounts to a "map" of a knowl-

edge space. Indeed, ordinary road

maps are technically graphs.

Whether the choice of nets or

graphs as the metalanguage of knowl-

edge is the best possible one, or

even a good one, surely will be open

to debate for a long time. However,

some beginning must be made. At the

very least, it promises new ways of Figure 1
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looking at knowledge, and thus may lead to new insights. For example,

tnere are two immediate issues in applying graphs to communicable

knowledge qua subject matter. What are the boundaries of the knowledge

space and what exactly do points and lines represent? Before dis-

cussing these issues, however, it may be well to review the nature of

graphs and some of their s-emingly relevant properties.

Graphs and Some of Their Properties

Graph theory is concerned with the systematic study of configura-

tions of points and lines joining certain pairs of these points. More

formally, consider the structure consisting of a finite set V, of

elements tog.ther with a collection, U, of ordered pairs of elements

from V.

Such a structure is cailed a net by Harary, Norman, and Cartwright

(5) and is denoted by G = (V,U). The elements of V are called points

(vertices, nodes) and are denoted by (vl,v2  .... Pvn). The pairs in U

are called lines (arcs, edges). If v. and v. are two elements in V,1 j
then the line joining vi to v. is written as (vi,vi). Lines ale said

to be parallel if a pair (v,,v) is repeated in U. A loop is present

at a point vi if the pair (,q,vi) occurs in U. A net with no para~lel

lines is termed a relation (Harary, et ai., 5). A net with no parallel

lines and no loops is called a directed -raph or digraph. (Harary,

et al., S.)

The above definitions are given in terms of set theory. Other repre-

sentations can be given pictorially and analytically. The pictorial

representation of a graph is extremely useful for depicting structural

situations. Their map-like nature will be self-evident. In this repre-

sentation, points are joined by a line or lines associated with them.
The relative position of the points is immaterial, as is the shape of

the lines joining the points. Lines may cross each other, but suLh

crossovers are not considered as points. A net is shown in Figure 2a,

with parallel lines joining v1 and v2, a relation in Figure 2b, with

a loor at v2, and a digraph in Figure 2c.

A partial digraph of a digraph C is obtained by using all the points

of G and deleting at least one line. A subdigraph of a diagraph G is
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obtained by deleting one or Nets With Parallel Lines, Loops,

wore points from G and their and a Digraph

adjacent lines. Possibly

partial graphs and subgraphs V2 V2

might be interpreted as

regional or not fully devel- 7
oped maps of knowledge. V: V

Figure 3a is one of the par- 2a 2b

tial graphs of the digraph

shown in Figure 2c and

Figure 3b is one of its

subgraphs.

A path is a sequence

of lines and points in a

digraph so that the termi- 2c

nal point of each line is Figure 2

Partial Graph and Subgroph of Digraph

V, V2

3a
Figure 3

coincident with the initial point of the succeeding lines. The lenth

of a path is the number of !ines in the sequence. In the digraph shown

in Figure 4a, there are two paths from v1 to 3,. one path has length 1

and the other path, length 2. Possibly paths and their lengths might

describe sequences of concepts or topics (points' and the instructional

steps separating them (lices).

Two points u and v are ad.jacent if they are joined by at least one

line. A digraph is syrrnetric if two adjacent points v. and v. are

always joined by two oppositely directea lines. A symmetric digraph
is shown in Figure 4b.

i
t
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Paths in a Digraph, Symmetric Digraph, Two topics in ; couI':cV
und Comp!ete Digroph Of instru'tion might be con-

V, V, sin~red to represent adija-V2  V cone), it one imnediately

followed the other along a

path leading to maximal cnd-
of-course proficiency. I

4a 4b liKe manner, symmetry would
Vc represented if either

topic could he taught before

the other with equal effec-

V t iveness.

A digraph is eo,,i-Zet- ,4c if c:very pair of points is
Figure 4 joined by at least one line

oriented in one of the two
directions. A complete graph is illustrated in Figure 4c.

If a digraph is both symmetric and complete--it is called a complete
syammetric digraph. The complete symmetric digraph of order 3 is shown
in FigtLre 5.

A digraph is strongZy connected if, for every two points vi and vthere exists a nath directe-d from v i tO . a Muwr in igure 6 (;o 
pleteness, symmetry, and strength might be viewed as characteristics
that distinguish inherently highly structured sulject matter, such as
mathematics, from ii.]ierently more unstructured subject matter such

as history.

Complete Symmtric Digraph Strongly Connected Digraph

V" V2

/ pY

VV 3

Figur, 5 Figure 6
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A method for simplifying a digraph that is useful for obtaining

insight into its structural properties will be described. Let G = CV,U)

be a digraph and partition its point set V into m subsets Hl12,..n m

so that
U "~=V
Im I I. = 4, i = j; i,j =
1 J

Then consider the m subsets of the partition as the points of a new
digraph. Each point, Hi(i = 1,2,...,m), being labeled by the set of
elements of G that form H .. Finally, a line exists from point H. to

1 1
point Hi., if, and only if, there exists at least one line in G from a3
point of n . to a point of 1.. The digraph, G* = (V*,U*), thus formed

is called the condensation of G with respect to the partition. The

point set of a digraph can be partitioned in many different ways. For
this reason, there exists a variety of condensations of a digraph. This

is illustrated for the digraph G in Figure 7. Two different condensa-

tions, G I* and G2*, are shown for G. The partitions of {vlv 2,v3,v4,v51,
the points of G that form the points of GI* and G2* are:

I  {VlV2 2 2  {VdV 5} for G1
= {V}, = {Vv 5 I for G2*

Complex digraphs can be made progressively simple by repeated use
of the condensation method, a technique that is particularly useful in

Condensations of a Digraph

771 1 - V1, V21 "31 1 V 31

G: 32*:

r7' =- IV4 , V5 1I

G 1: IV 1, V2, V31 . '2 :"IV4, V51

Figure 7

7



studying hierarchical structurs. A possible practical application

will be discussed briefly later. Figure 8 illustrates two successive

condensations. First, the basic digraph G is condensed to G* and

Two Successivs Condensed Digraphs

- V 4 '

I \I \

V2 V- I -V

V,. V ., .8

I I

I I

21 --22

F ig ;, r e

then Gl* is condensed next to G 2* The points of Gl* are sets of
points of G and the points of G2* a? sets of sets of points of G. The

first condensed digraph Gl* is formed by the partition:

Ell = Vl ,vV2 V ,--

11 2P 3

12 = v ,V d} 6

J1 = " Pv9jv 1}1

13 vVv 10 ,n {v7''
i = v Vll V i
14 12,v13
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The second condensed digraph, G2*, is fomed by parzitioning the points

of G l ill1R 12, 13', 14, by
, 21 i {Hllh 14 2 3 }  ill 12 ' 1

-I ' ~ {v V50 1,{v I~v

1l22 24{13 = {v41v55v6 } 7A{vT1v81V9 V10 }"

It will be reasonably self-evident that the condensation prucedure

is an excellent analog to abstraction. With each successive partition-

ing and condensation, any point in the condensed graph is likely to

become more >'clusive. At the same time, there is a progressive loss

of informatii about the subgraph(s) that have been condensed. This

would seem to suggest that a concept at a given level of abstraction

should be presented only after the component subconcepts and their inter-

relations have Leon taught.

A digraph G is transitive if, for every three points vi,vivk in G.

it contains the line v ivk whenever it contains both of the lines v.v.

and vjv k ' In other words, if there is a path of length 2 from point vi

to point vk then there exists a line from vi to vk. The digraph shown

in Figure 9 is a transitive digraph.

If a digraph G = (V,U) is not transitive, a new transitive digraph

:an be obtained from it by constructing the minimal transitive digraph

containing G and leaving the same vertices as G. The digraph, G = (V,U)

thus formed is called the .ransitive closre of G. Figure 10 shows a

Nontronsitivm Digraph

Transitive Digraph and Transitive Closure

+ ,Y1 V,

"32'3 2 V3  V2

V4  V5 V4  VV4 V

G G
Figure 9

Figure 10
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nontransitive digraph G and its transitive closure G. The digraph G

has the same point set as G but a different set of arcs.

Provisionally the transitive closure procedures might be seen to
have application to such issues as a student developing new "insights"

into interrelations among concepts or principles within a subject matter

This will be further explored in the context of relative knowledge space.

If a digraph contains the line v v. but not the line v v., the

digraph is said to be asyrnnetric. In other words, if two points v. and

v. are connected by a line, there is only one line, either from v. toj 1

v. or from v. to v..j j 1

If a digraph is both transitive and asymetric, it is termed the

digraph of a partiai order, as shown in Figure 11.

Digraph of a Portial Order

Figure 11

It is often useful to be able to arrange the points of a partially

ordered digraph in a linear sequence without destroying the partial

ordering. That is, the points in the digraph are rearranged so that

all the arrows go from top to bottom, resulting in a ZinearLy sorted

digraph. The digraph has not changed by this process. A particular

digraph of a partial order may have several lincarly sorted digraphs,

as illustrated in Figure 12 for the partially ordered digraph G. Three

of the many linearly sorted digraphs SitS 2 , and S3 are given for G.

10



Linearly Sorted Digraph

V 1  V2  V1  VI V2

V4  V2  VI

V4  V3  V2  V3  V3

V3  V4  V4

V5 V5 V5  V5

G1 Si S2  S3

Figure 12

Linear sorts will be readily identified with specific "routes"

through a graph. Where a graph represents, for example, an area of

knowledge qua subject matter in a course, the totality of different

linear sorts will be equal to the number of different ways in which

that subject matter can be presented. The choice among the available

routes (linear sorts) might depend on the personal characteristics of

an individual student, his within-course history (response patterns),

his motivations or preferences, or the preferences or constraints

imposed on the instructional agent (teacher, computer program).

Relative Knowledge Spaces and Subject-Matter Graphs

Earliei the question of boundaries on a knowledge space was raised.

This problem applies to a total knowledge space, encompassing all com-

municable human knowledge, as well as to any subject matter in a partic-

ular course of instruction.

Operatang premises for a pragmatic, conceptual approach to content-

independent descriptions ot knowledge need to take the following or

similar forms: Fixst, any given subject matter is an arbitrariZy

delinited portion of the totality of human knowledge. Second, jusc

as all human knowledge is incomplete and constantly increasing, so is

! 11



knowledge of the specific subject matter at hand. Increase in knowledge

takes place when new facts are discovered and new concepts are estab-

lished, or when new relationships among existing facts and/or concepts

are discovered. Fcr example, in biochemistry recently established

facts about the molecular structure of certain substances, DNA and RNA,

are being related to a vast number of other facts and concepts on hered-

ity, evolution of species, cancer, the coinr.:on cold, and so on. In time,

we will become aware of other relationships of the structure of DNA with

known and yet-to-be discovered facts in many disciplines.

The DNA example also illustrates that divisions among disciplines

and subject-matter areas are arbitrary. Gooi arguments can be pre-

sented for assigning the molecular structure of DNA to the subject

matter of rhysics, of chemistry, of physiology, of genetics and biology

at large, or even-perhaps, for example, in the process of remembering

qua information storage and retrieval-to behavioral science.

We must distinguish among (a) the total knowledge that is possessed

by mankind so far, (b) arbitrarily delimited subject-matter areas within

the totality of existing human knowledge, and (c) the knowledge about a

given subject-matter area possessed by a specific individual or group of

individuals (e.g., an instructor or instructional staff). The knowledge

or information about a subject matter pcssessed by even the most knowl-

edgeable instructor is, in fact, a finite and even quite limited struc-

ture. With reference to a deli~ec knowledge structure (e.g., the

arbitrary requirements for a course), success in instruction or the

communication of knowledge is shown by an inability (in a "loose" sense)

to distinguish between the instructor and the student. That is, the

student should have learned all that t-e instructor knows about the

subject matter relevant to the course requirements, and both of them

should be able to answer questions or pe form tasks pertinent to the

requircments of the course equally well.

Although in this sense for the instructor and student to be indis-

tinguishable is an ultimate ideal of instruction, even a close approxi-

mation is not readily attained. Especially in the early stages of

instruction, only a small portion of the instructor's knowledge structure

will have been transferred to the knowledge space of the student. The

12



structure that will have been transferred will be limited in the number

of its points (i.e., only part of the facts or concepts) as well as in

its strength (i.e., awareness of interrelations).

The distinctions among the several versions of a subject-matter

structure can be viewed as a sequence of partial graphs as in Figure 13.

Hypothetical Knowledge Space

Curre, InstruC tor Course Stdent S,
Ideal Understondeg Requ,rements

Figure 13

The points represent the concepts of the knowledge space, and the ori-

ented lines, the relations amrong the concepts- The "Current Ideal"

label reflects the fact that knowledge of any given subject matter is

constantly "growing." As for the "Instructor Understanding'-this

instructor does not have aZl the knowledge about the subject matter

that can be possessed currently, but he .,as enough to serve the require-

-ents of tne course; and, also, although it is not required to convey

the course properiy to the students, he has additional relational aware-

nhess. Finally, student S. has not nnly successfully completed the

course requirements, but has independc tly discovered a ne: relation.

(lie must be a bright student, since it is a relationship not known to

his instructor, and not even existing within the "Current Ideal" struc-

ture of the subject matter.)

This simple example is intended to illustrate the necessity for

considering reZative states of knowledge about given subject matter for

instructor and student. It accounts for potential individual differ-

ences among students. Finally, implicit in it is the notion of
generalization-a transfer of potential capability that will engender
proficiency in tasks not yet encountered. This capability is important

13
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because the course requirements, as indicated, provide only a subset of

the potential relations.

Graphs and Empirical Reality

The question that remains unanswered concerns the empirical counter-

parts of points and lines. To be useful, maps need not be simply

scaled-down versions of turrain, but they must retain an isomorphism

with some aspects of it. For example, road maps can eliminate all cues

as to topography aiid still guide a motorist from town A to town 7. of

course, on arrival at 7 the point that represented Z on the regional

map will lose its usefulness to the hypothetical motorist who will then

need an enlarged city map. This familiar characteristic of road maps

corresponds to the condensation and de-condensation procedures in graphs

discussed earlier. Also, the representation by points and lines on a

regional map is not absolutely identical with what is represented by

them in the city map. Moreover, this would be true even if the enlarged

city representation were an integral part of the regional map.

It appears that maps can incorporate a hierarchy of abstractions

without demanding complete consistency from level to level. This reali-

zation guided one approach to answering the original question. Kopstein

and Hanrieder (6) prepared a pseudo-anthropological account of the

culture of a fictitious tribe-the Gruanda. Since it was proposed to

use this account as the instructionai material in uxperimental studies

of learning as a function of certain structural properties of subject

matter, it was necessary to control these structural characteristics.

Control could be exercised only by inventing the subject matter to fit

the desired structure.

Ten topics were arbitrarily chosen, dealing with various aspects of

the Gruanda tribe such as their territory, clan system, mythology,

rituals, hunting, and agriculture. Each topic constituted a paragraph

of about 200 words, and each topical paragraph could stand alone and

independent, or could be related to ,ne or more of the other topics.

In the latttr case, the paragraph contained some sentences that consti-

tuted a cross-reference to one or more other topics-for example, the

'4



topic of rituals might contain references to hunting and/or to political

structure. The resulting maximal structure follows:

Political

Territory-.4Mythology--i-Structure.Agriculture

Physical Commerce
Characteristics u

\ Clan- Ritua l--Hunting- .a nufacturing
System Ceremonies

Kopstein and Hanrieder (6) identified topics or paragraphs with

points and sentences involving cross-references to other paragraphs as

lines. They were clearly aware that this isomorphism reflected only

one, relatively high level of abstraction, and thus referred to it as

a nmcro-Btru.ture.

By implication, this acknowledged underlying ricro-atruturea-a

recognition that entered into the experimental procedures within which

this artificial subject matter was used. Presumably, topical paragraphs

are supra-organizations of syntactical and grammatical structures (or,

rather, their corresponding behaviors) that are in turn supra-

organizations of lexical structures, and so forth. Of course, the

reference to the nature of the infra-organization is purely conjectural

and intended only as an illustration. Any serious propositions con-

cerning hierarchical levels of structuring would demand a formally con-

sistent taxonomic array and criteria for assigning given structures

(graphs) to a particular level. How far the infra-structures may

extend downward is an obvious question that need not be settled here.

While experimental data from a subsequent larger study by Kopstein

and Seidel failed to support hypotheses which essentially predicted

that with higher degrees of structuring, learning or, rather, recall

of information about the Gruanda would improve, the validity of these

hypotheses remains a moot point. Failure to obtain support may be due

to the fact that the operational coordinating definitions were faulty.

It is also possible that due to the low complexity and restricted

scope of the "Gruanda Material," participating subjects imposed their

own structure-perhaps micro-structure. Thus, resolution of the

i5
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issues must await further experimental attempts requiring the mastery

of larger amounts of more complex subject mqtter.

A quite different approach to achieving congruence between

formal and empirical structures has been proposed by Regn-er and

de Montmollin (7):

All material to be taught can be characterized in precise
fashion by a term'Pal behavior that is specified a priori and
then partitioned, mo 'e or less finely, into elements that we
will call units ot knowledge which constitute an enumerable
set . . . we will define the unit of knowledge, whatever the
level on which it may be situated in the hierarchy of knowledge,
as the putting into relation of at least two terms and therefore
being able to give, at least, an 'intelligent' response, i.e.,
a response characterized by the fact that i: puts into play long
and indirect circuits and, therefore, is indistinguishable from
reflex actions, innate or conditioned, which follow immediately
upon the presentation of a stimulus.

Even allowing for the ambiguities deriving from translation of French

into English, it would seem that Regnier and de Montmollin assert some

questionable mathematical propositions. For example, they state that a

relation is "non-reflexive" and "anti-symrmetric," when subsequent dis-

cussion suggests that it is "irreflexive" and "asymmetric" (the latter

designations are used below). Some definitions (e.g., "simply connected")

are not clear. They do propose a unit of knowledge that has a striking

resemblance to the familiar S-R in psychology. S and R constitute the

elements in the set with a binary relation on the set so defined that,

when it is empirically demonstrated, it simultaneously verifies the

existence of the unit of knowledge. Note that neither S nor R involves

anything that can be pointed to in the physical world except in terms

of S being the necessary and sufficient condition for R.1 Also, S and

R are clearly conceived as being overt and observable.

It has been pointed out that graphs are relations defined on sets

of points. Regnier and de Montmollin define a relation on the set of

units of knowledge:

It is necessary to have acquired the unit of knowledge
xi (i.e., to have correctly responded to the question or to

IScandura (8) has proposed a set-function larguage (SFL) that would
seem to be pertinent here. In SFL, the basic concern is not with S and
R per se, but with the rules relating these sets.

16



the problem which x. represents) in order to acquire the unit
of knowledge x. (i.e., in order to respond correctly to the
question or to the problem which x. represents).

These authors then note that the relation a-is non-reflexive,

asymmetric, and transitive, and is therefore a relation of partial

order. Since their problem is to try to determine a priori the linear

order in which the instructional agent's knowledge structure should be

"copied" and transmitted to the student, they are at a loss when

produces a partial order and does not suffice to determine a Hamiltonian

path through the resultant graph-that is, a path traversing every

point once.

Thus a second relation P is defined as:

The acquisition of the unit of knowledge x. effected ine-
diately before the acquisition of a unit of knowledge x.facilitates the latter.

Relation P is transitive and neither symmetric nor asymmetric. There-

±ure, it is a relation of quasi-order that includes X, although .

takes priority over P
Although their experimentation incorporates some obscure aspeccs

(e.g., the precise differentiation of experimental study materials) and

their measure of the structuring of their materials suffers from mathe-

matical dceects noted above, Regnier and de Montmollin's experiment is

another initial attempt to study a largely unexplored and potentially

fruitful domain. Their preliminary finding was that "the performance

on the final test . . . is proportionally inverse to the value of 0 .,

0 is the symbol for their measure of structuring. They state that

this outcome was "exactly contrary to our hypothesis."

A third approach to representing knowledge in terms of graphs has

been outlined by V.N. Pushkin (9). It would seem that Pushkin's pro-

posals derive from the attempt to describe creative prob'em solving by

humans as, for example, in certain conditions within chess games. Thus,

the instructional agent is neither human, nor a simulation, but an

objective problem situation faced by a person who is in a role analogous

to that of the student in the previously mentioned study. The thrust of

Ptshkin's argument is that the po'ition of Newell, Shaw, and Simon (10)

that equates heuristic computer programs with human behavior is not
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tenable. first, there is a distinction to be made betwen an object

or situation with given properties existing in the real world, and the

representation of that object or situation within the pioblem solver.

Second, whereas heuristic programs selectively elinin1te unproductive

moves toward a goal state in a series of sequential steps, humans pre-

establish a set of solution-paths qua representations-a solution map-

for potential execution. The latter assertion is supportel by eye-

movement dat; obtained from chess players. It is the set of problem

solutions qua paths to the goal that are represented or representable

as graphs.

In Pushkin's approach, the points of a graph G would seem to be the

possible observable states that the problem object or situation can

assume, or, at least, a subset thereof that are relevant to the problem.

One point represents the initial, the given state, and another repre-

sents the final, or desired state. Given existing constraints, there

is some finite number of intermediate states that the situation can

assume. Lines would seem to be the relational operators that produce

the transformation of any given state into an adjacent one. At any

time, there is a graph G that represents all possible valid sol!,tion-

paths from the initial to the final state. Pushkin seems to argue that

out of his representations t.e human problem-solver forms a problem

model consisting of a set of solution-paths that are a subgraph or a

partial graph or a partial subgraph g of graph G.

Mention must also be made of Tesler, Enea, and Colby's (11) attempt

to represent belief systems as directed graphs. Whether belief systems

such as a psychiatric patient's view of the world are equivalent to

objective knowledg is an open question. Certainly it might be viewed

this way, if a psychiatrist sought to describe his patient's belief

system to third parties. Tesler et al. identify "concepts" with

points and "simple relationships" with lines. Concepts can be sets,

irdiiduals, and propositions. Directed lines connec' concepts whenev 2r

any relationship exists. However, lines are more specifically charac-

terized through associated symbols representing the "circumstance" of

that line, the type of relation, attitude toward the relation, and so

forth. The approach of Tesler et al. suffers from certain defects in

18



its axiomatization, but constitutes still another application of graph

theory to represent knowledge. WE

Review

This presentation should be viewed as an argument for the promise
of graph theory as a metalanguage of communicable knowledge-in no

sense as complete or final. The problem of identifying the points and
lines of graphs with some unambiguous empirical reality as, for example,
meaningful instructional subject matter, remains as the central issue.

This is not to be confused with the different although related problem

of the ZeveZs of micro-structures addressed earlier. If we can ever

hope to obtain a consistency in application to meaningful material, we
must be able to develop a rule or set of rules for defining conceptual

units within the instructional content.

The Kopstein and Hanrieder study (6), and recent studies by Kopstein

and Seidel provide good illustrations of this problem. Predicted dif-
ferences due to varied graph structure were not obtained. The question

arises, why not? Since the graph structures observed all relevant

axioms and theorems, the answer must be in the rules coordinating formal

representations with empirical structures. In any empirical application,

a legitimate question to be raised is: How does the experimenter decide
whether one, two, or n senttences are required for adequate cross-

referencing? Secondly, one could also ask: What position in the para-
graph would create the best salience for the cross-reference material
to transmit the desired message, .that is, what organization will permit

the best Gestalt or figure-ground representation? Finally, is there a
"natural" of consensual ordering across people appropriate to the topi-
cal paragraphs used? In the Kopstein and Hanrieder experimental

material (6), a rough, after-the-fact assessment seemed to support

the existence of such an ordering. In fact, these conditions were

corrected in the subsequent studies, and the preliminary results seem

to indicate verification of our speculations.

This point is raised to emphasize the fact that one cannot simply

develop a priori a logically tight theory and expect it to be useful
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without establishing equally tiqht rules of representation in the

coordinating definit ons of the theory. It is difficult to accomplish

this with simple, artificial verbal learning tasks, that is, isolated

words or phrases, or shot paragraphs. It is particularly difficult-

and yet even more important-to achieve with higher order conceptual

groupings such as those existing in most classroom instructional

materials. The aimensions that must be accounted for in the points,

or elementary conceptual units in the latter instance, may well require

the application of n-dimensional. topological theory rather than simple

graph structures. For example, the construction of instructional

content itself establishes contextual linkages within the material-

these linkages potentially may require one or more additional dimen-

sions for adequately specifying what is represented by a point. We

are currently pursuing this and other possibilities in characterizing

the subject-matter structure of a computLi administered course we

are developing to teach computer programing in COBOL, a higher order

computer language.
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